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Structure of the talk

= Mute your microphone
= Turn off your camera
= |n case of questions, please write them in a google

docs (link in chat or scan the QR code: [@]=i[=] )

[=]
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About us
Aleksandar Mitic Dylan Kierans
_ = RSE @DKRZ
RSE @DKRZ = Anwendungen
" Anwendungen , Background:
Background: M.Sc. in HPC &
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What will you learn today?

= Performance analysis
= Workflow
= Qverview of the tools - Cube & Score-P
= Setting up the tools on Levante
= Case Study: |C@
= Workflow

= Detecting bottlenecks
= Optimizations
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Why performance analysis matters

HPC applications are:

= |ncreasingly complex
= Deeply hierarchical (node, NUMA, GPU, network)

Performance problems are: p
= Noh-obvious Faster hardware

= Often counterintuitive -

. Fastercode
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Why performance analysis matters

parallelism faster simulation
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Source [Online]:
en.wikipedia.org/wiki/Amdahl%27s_law
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Performance engineering workflow

Optimization Preparation

Evaluate and Def:cne

re-measure performance
question

Analysis Traceonly ~ Measurement

if needed
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Performance engineering workflow

Optimization Preparation
(DHumar core-P
’g bEing sfl?lpnfmp ||I d

Analysis Measurement
cube core-P
scalasca it i o
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Tools

DKRZ Tech Talk: Profiling and tracing with Score-P & Cube - ICON case study



Score-P features

= Open source "<./>

8

= Portability: supports all major HPC platforms

= Scalability |:|7I

core-P

Scalable performance measurement
infrastructure for parallel codes

[ FunCt|Ona||ty @ Ir https://doi.org/10.5281/zenodo.17964650:

image: Flaticon.com
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Score-P ecosystem

Event traces (OTF2) Call-path profiles (CUBE4, TAU)

Hardware counter .
Score-P measurement infrastructure

I | InStrumenin wrapper ' | I
Accelerator-based = : :
Process-level parallelism Thread-level parallelism parallelism ie Atzt;)v(;tsinR"?gordlng initorﬁﬁ::tgctjiin i?g:ﬁ:':tg
(MPI, SHMEM) (OpenMP, Pthreads) (CUDA, HIP, OpenACC, MPI-IO)’ (Compler, User) (PAPI. PERF)
OpenCL, Kokkos il ’

Application

Source [Online]: gitlab.jsc.fz-juelich.de/natesm/natesm/-/blob/main/Slides/PA-Course/00_Engineering.pdf
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Cube
e cube (3
Cube framework provides libraries: scalasca
- Wr|t|ng Ir ) ;be_eu: h;ps_://;i.o_rg/_lo.;28_1/z:n0:o.:80:97;2.\I
N e o o oo e e e e e e Em e e e e 7
r ________________ Y

= reading measurement profiles

- e s s o o o o O O O e e O e e .

Also, it includes a set of tools:

= to manipulate profiles

= to export

= to visualize data via graphical user interface for the
manual performance analysis
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Cube

ssolute

| Metric tree | [lcalltree | EIFlat tree E System tree [ Statistics ®Sunburst

2.5311e+10 Visits (occ) [ 23121.7450 icon [~ 23121.7450 machine Linux

[~ 23121.7450 Time (sec

[] 0.0000 Minimum Inclusive Time (sec)

180.6408 Maximum Inclusive Time (sec)

[ 0 bytes_put (bytes)

1161465828 bytes_get (bytes)

[l 1.4697e+10i0_bytes_read (bytes)

»[J 0io_bytes_written (bytes)
1387583884.0000 Host Memory (C) (bytes)
[] 0.0000 Host Memory (C++) (bytes)

[] 0.0000 Host Memory (HBW) (bytes)
2.8234e+11 allocation_size (bytes)
2.7383e+11 deallocation_size (bytes)
7775482485 bytes_leaked (bytes)
1387583884.0000 maximum_heap_memory_alloc
9.2717e+10 bytes_sent (bytes)
9.2717e+10 bytes_received (bytes)

1eJauan | salbojodo ‘ MIIA WaISAS
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Metrics

INCLUSIVE
° ° main () ; 22s
Inclusive metrics
——— MPI Init(); 3s
foo (); l4s

\— bar () ; 10s

——— MPI Finalize () ; 2s

Exclusive metrics L

———— MPI Init(); 3s

foo(); 4s

\7 bar (); 10s

——— MPI Finalize (); 2s
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In a nutshell: Performance questions

= Where is time spent?

= Why does scaling stop?

= Which ranks are idle?

= |s communication dominating?
= Are accelerators underutilized?

image: Flaticon.com
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Setting up the tools on Levante
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Score-P & Cube Levante configurations

Currently

= jnstalled as a module:
scorep/7.0-intel-2021.5.0

cube/4.6-gcc-11.2.0

= installed via spack:
= scorep@7.0%1ntel
= scorep@7.0%gcc
= scorep@9.2%gcc <-latest provided
= cube@4.6%gcc

cube-gqui@4.9 .
\L - ssh -Y levante }
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Build your own environment

= Where to find

= vi-hps.org/projects/score-p/download/download.html

=*» wget perftools.pages.jsc.fz-juelich.de/cicd/scorep/tags/scorep-9.3/scorep-9.3.tar.gz
=¥ tar xzvf scorep-9.3.tar.gz

= Reading the documentation helps sometimes &
= Make it as a module available for everyone

or
= Everytime configure your environment manually,
e.g:

[-) PATH=S$PATH: /path/to/scorep/9.3-intel-2022.1.0/bin }

=» export LD LIBRARY PATH=/path/to/scorep/9.3-intel-2022.1.0/1ib:$LD LIBRARY PATH
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Build your own environment

= |ntel

//i; cd scorep-9.2 && mkdir vpath intel ‘\\\

=» cd vpath intel

=> module load intel-oneapi-compilers/2022.0.1-gcc-11.2.0

=*» module load openmpi/4.1.2-intel-2021.5.0

=» ../configure --prefix=/path/to/scorep/9.2-intel-2022.1.0 \
--with-mpi=openmpi \

--with-nocross-compiler-suite=intel \

--enable-shared \

--with-libgotcha=download

=» make -7J6

\\:i make install 4///
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Build your own environment

NVHPC-24.9 with OpenACC and CUDA

spack load nvhpc@24.9

spack load openmpi@4.1.5%nvhpc@24.9

export CUDA ROOT=/sw/spack-levante/nvhpc-24.9-p7iohv/Linux x86 64/24.9/cuda/12.6
export PATH=$CUDA_ROOT/bin:$PATH

export LD LIBRARY PATH=$CUDA ROOT/1ib64:$LD LIBRARY PATH

export GCC_ROOT=/sw/spack-levante/gcc-11.2.0-bcn7mb

export CXXFLAGS="-std=c++11 -I${GCC ROOT}/include/c++/11.2.0

-IS${GCC ROOT}/include/c++/11.2.0/x86 64-pc-linux-gnu"

export LDFLAGS="-L${GCC ROOT}/1ib64 -Wl,-rpath,${GCC ROOT}/1lib64"

cd scorep-9.3 && mkdir vpath nvhpc-24.9 openacc cuda

cd vpath nvhpc-24.9 openacc cuda

../configure --prefix=/path/to/scorep/9.3-nvhpc-24.9 \

--with-mpi=openmpi --with-nocross-compiler=nvhpc \

--enable-cuda --enable-openacc --with-cuda=SCUDA ROOT \

--with-libcuda-1ib=$CUDA ROOT/targets/x86 64-linux/lib/stubs \
--with-libcudart=/sw/spack-levante/nvhpc-24.9-p7iohv/Linux x86 64/24.9/cuda/12.6 \
—-—enable-shared --with-libgotcha=download CC=nvc CXX=nvc++ FC=nvfortran

=* make -J6

=» make install

diiiiid

+diid
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Build your own environment

= NVHPC-24.9 with OpenACC and CUDA + PAPI

module load gcc/11.2.0-gcc-11.2.0

spack load nvhpc@24.9

spack load openmpi@4.1.5%nvhpc@24.9

export CUDA ROOT=/sw/spack-levante/nvhpc-24.9-p7iohv/Linux x86 64/24.9/cuda/12.6
export PATH=SCUDA ROOT/bin:$PATH

export LD_LIBRARY_PATH=$CUDA_ROOT/lib64:$LD_LIBRARY_PATH

cd scorep-9.3 && mkdir vpath nvhpc-24.9 openacc cuda papi

cd vpath nvhpc-24.9 openacc cuda papi

../configure --prefix=/path/to/scorep/9.3-nvhpc-24.9 papi \

--with-mpi=openmpi --with-nocross-compiler=nvhpc \

—-enable-cuda --enable-openacc --with-cuda=$CUDA ROOT \

--with-libcuda-1ib=SCUDA ROOT/targets/x86 64-linux/lib/stubs \
--with-libcudart=/sw/spack-levante/nvhpc-24.9-p7iohv/Linux x86 64/24.9/cuda/12.6 \
—-—enable-shared --with-libgotcha=download CC=nvc CXX=nvc++ FC=nvfortran \
--with-papi-header=/path/to/papi/7.2.0-gcc-11.2.0/include \
--with-papi-lib=/path/to/papi/7.2.0-gcc-11.2.0/1ib

=* make -7J6

dIILiiiil

export GCC_ROOT=/sw/spack-levante/gcc-11.2.0-bcn7mb

=» make install Provide your own export CXXFLAGS="-std=c++11 -I${GCC_ROOT}/include/c++/11.2.0
. . -IS{GCC_ROOT}/include/c++/11.2.0/x86_64-pc-linux-gnu"
. PAPlinsta llation export LDFLAGS="-L${GCC_ROOT}/Iib64 -Wl,-rpath,${GCC_ROOTY/lib64" )

DKRZ Tech Talk: Profiling and tracing with Score-P & Cube - ICON case study



ICON case study

| - Profiling & Tracing load imbalances
lI- Hardware Performance Counters
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ICON case study - |

= Simulation run on Levante @ DKRZ
= Single compute node -> 128 MPI ranks

= |CON-mpim | master | Release icon-2025.10

= levante.intel-2021.5.0 wrapper
= Score-P 9.2 & Cube 4.8.2

= ocean_omip_R2B7 0Ol.run
= 1-day 01.-02 January 2000
* modelTimeStep="PT12003"
= 64 vertical levels
= CG solver
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Recreating the workflow (i)

= Prepare the environment

module load intel-oneapi-compilers/2022.0.1-gcc-11.2.0

module load openmpi/4.1.2-intel-2021.5.0

module load module load scorep/9.2-intel-2022.1.0

export SCOREP WRAPPER INSTRUMENTER FLAGS=' --user ——verbose --nomemory'
cd $ICON DIR

didid
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Recreating the workflow (i

= Adapt ICON’s configure file to enable Score-P instrumentation

diff --git a/config/dkrz/levante.intel-2021.5.0

b/config/dkrz/levante.intel-2021.5.0

index 8cbded4eb54e..70490celd4 100755

--- a/config/dkrz/levante.intel-2021.5.0

+++ b/config/dkrz/levante.intel-2021.5.0

@@ -101,9 +101,12 @@ EXTRA CONFIG ARGS="\
-—enable-waves \
-—enable-yaxt \

+EXTRA CONFIG ARGS+=' --disable-delayed-config'
+CC="'scorep-mpicc'
+FC="scorep-mpif90"

+SCOREP WRAPPER=0ff \
"${icon dir}/configure" \
AR="S{AR}" \
BUILD_ENV="${BUILD_ENV}" \

igddddssdisdsdssaddisasdsaaddsadisadddsasisaadiisadisasiaaddisasdaasdsaadiaaddaaidii
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Baseline profile (iii)

= Build ICON

=» make build intel && cd build intel
=>»> . ./config/dkrz/levante.intel-2021.5.0
=* make -7J6

= Run ICON and check for Score-p measurement folder

@ N

=» sbatch run/exp.ocean omip R2B7 0l.run
### after successful run
=* 1ls experiments/ocean omip R2B7 01
finish.status initial state.nc NAMELIST ocean omip R2B7 0l.log
ocean-flux.nc R2B7 ocean-grid.nc
icon master.namelist NAMELIST ocean omip R2B7 01
NAMELIST ocean omip R2B7 01 output ocean-relax.nc
\\fforep—Z0251128_2353_1972646764543273 J//
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Baseline profile (iv)

= Write down the first results from the baseline profile

= And . to confirm that the results are reproducible
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Getting the desired profile

//i;fscorep—score -r profile.cubex ‘\\\\

Estimated aggregate size of event trace: 860GB
Estimated requirements for largest trace buffer (max buf): 28GB
Estimated memory requirements (SCOREP TOTAL MEMORY) : 28GB

(warning: The memory requirements cannot be satisfied by Score-P to avoid
intermediate flushes when tracing. Set SCOREP TOTAL MEMORY=4G to get the
maximum supported memory or reduce requirements using USR regions filters.)

flt type max buf [B] visits time[s] time[%] time/visit[us] region
ALL 29,929,092,707 35,455,939,233 37076.48 100.0 1.05 ALL
USR 29,878,720,118 35,243,056,766 10729.29 28.9 0.30 USR
COM 42,095,742 198,908,111 2980.19 8.0 14.98 COM
MPI 10,696,252 13,974,228 23366.85 63.0 1672.14 MPI
\\\\¥ SCOREP 41 128 0.15 0.0 1167.92 SCOREPA////

= Additional Score-p measurement configuration variables

=» export SCOREP TOTAL MEMORY=4G
=» export SCOREP_PROFILING MAX CALLPATH DEPTH=1305
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@DKRZ
User instrumentation

diff --git a/src/ocean/drivers/mo_hydro_ocean_run.f90 b/src/ocean/drivers/mo_hydro_ocean_run.f90
index 01bb5ba670..4cf562d96f 100644

--- a/src/ocean/drivers/mo_hydro_ocean_run.f90

+++ b/src/ocean/drivers/mo_hydro_ocean_run.f90

is, -1z, |

! Contains the main stepping routine the 3-dim hydrostatic ocean model.

include Score-P at
#include "icon definitions.inc" the beginning Of the
MODQLE mo hydro ocean run

269,7 @@ CONTAINS file

TYPE(datetime), POINTER

: current time => NULL(
LOGICAL :: lzacc

lzacc = .FALSE.
@ CONTAINS

Define the Score-P
jstep = jstep0 .
TIME LOOP: DO region call

IF(lsediment only) THEN
CALL sed only time step()
3,6 +389,7 @@ CONTAINS )
= Start recording from
ENDDO TIME LOOP

the 2nd iteration
#ifdef OPENACC
IF ( vert cor type == 1 ) THEN
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User instrumentation - Filter file

= To generate suggested filter file do:

scorep-score —-g -r profile.cubex

= (Call paths of interest:[ = export SCOREP FILTERING FILE=/path/to/filt.txt ]

KCOREP_REGION_NAMES_BEGIN \
EXCLUDE *

# Exclude high-frequency utility functions that clutter the profile

INCLUDE
# User-defined regions - capture everything in these regions
MANGLED ocean main loop 2nd iter

MANGLED tracer transport
MANGLED *tracer transport*

MANGLED update ho params
MANGLED *update ho params*

\\\if?REP_REGION_NAMES_END 4////

DKRZ Tech Talk: Profiling and tracing with Score-P & Cube - ICON case study



Load imbalances

File Display Plugins Help

Synchronize state of .. B

Absolute - Absolute

E Calltree EIFlat tree
» @ 100.7820 mo_hydro_ocean_run.tracer_transport_
0.0019 mo_ocean_ab_timestepping.update_time_indices_

[ Metric tree
® 241799637 Visits (occ)

 20728.2271 Time (sec)|

0O 0.0000 Minimum Inclusiy - @ 501.6225 ocean_main_loop_2nd_iter
161.9400 Maximum Inclt » @ 228.8961 mo_ocean_math_operators.update_height_depdendent_variat
O 0 bytes_put (bytes) » @ 889.1279 mo_scalar_product.calc_scalar_product_veloc_3d_
® 1161465828 bytes_get ( » @ 94.3792 mo_sync.global_sum_array_2d_dp_
» @ 1.4697e+10 io_bytes_re. » @ 1699.0230 mo_ocean_physics.update_ho_params_
» O 0io_bytes_written (byte » @ 3094.4313 mo_ocean_ab_timestepping.solve_free_surface_eq_ab_

1387580329.0000 Host | » @ 143.9432 mo ocean ab timestepping.calc normal velocity ab

File Display Plugins Help
Synchronize state of ... [EB]

- Absolute

Calltree EIFlat tree
» @ 100.7820 mo_hydro_ocean_run.tracer_transport_
® 0.0019 mo_ocean_ab_timestepping.update_time_indices_

Absolute

B Metric tree
W 241799637 Visits (occ)

I 20728.2271 Time (sec)|

O 0.0000 Minimum Inclusiv - @ 501.6225 ocean_main_loop_2nd_iter
@ 161.9400 Maximum Inclt » @ 228.8961 mo_ocean_math_operators.update_height_depdendent_variat
O 0 bytes_put (bytes) » @ 889.1279 mo_scalar_product.calc_scalar_product_veloc_3d_
1161465828 bytes_get ( » @ 94.3792 mo_sync.global_sum_array_2d_dp_

» @ 1.4697e+10 io_bytes_re. » @ 1699.0230 mo_ocean_physics.update_ho_params_

» O 0io_bytes_written (byte » @ 3094.4313 mo_ocean_ab_timestepping.solve_free_surface_eq_ab_
1387580329.0000 Host | » @ 143.9432 mo_ocean_ab_timestepping.calc_normal_velocity_ab_
@ 568.0000 Host Memory » @ 406.0281 mo_ocean_ab_timestepping.calc_vert_velocity_
O 0.0000 Host Memory (HI - @ 366.5194 mo_hydro_ocean_run.tracer_transport_
2.8235e+11 allocation_s » @ 444.0665 mo_ocean_tracer_transport_vert.advect_flux_vertical_
® 2.7384e+11 deallocatior -® 0.1166 mo_ocean_tracer_transport_horz.advect_horz_
7775686516 bytes_leake - @ 0.1384 mo_ocean_tracer_transport_horz.advect_cell_based_
1387580619.0000 maxir - @ 101.9430 mo_ocean_tracer_transport_horz.Flux_corr_transport_cel
M 9.2717e+10 bytes_sent ( ® 140.2715 mo_ocean_tracer_transport_horz.upwind_hFflux_oce_

» @ 508.3915 mo_scalar_product.map_edges2edges_viacell_3d_mlev,
= 1297.0014 mo_ocean_limiter.limiter_ocean_zalesak_horizontal |
» @ 150.2150 mo_ocean_math_operators.div_oce_3d_mlevels_
» @ 305.3104 mo_ocean_tracer_transport_horz.diffuse_horz_
» @ 201.0115 mo_sync.sync_patch_array_3d_dp_
® 0.0879 malloc
» @ 167.2001 MPI_Allreduce
0.0275 free

™ N N12 mn ncean ah timacteannina iindate Fima indicec

L]

9.2717e+10 bytes_receir

-| Absolute

B System tree | MIStatistics BSunburst
-0 -machine Linux
-0 -switch isw30605
-0 -switch isw40000
- O -node (40039.lvt.dkrz.de
» @ 13.5474 MPI Rank 95
» @ 13.1862 MPI Rank 109
» @ 13.1744 MPI Rank 123
» @ 13.0359 MPI Rank 45

Absolute

B System tree W Statistics B Sunburst

» @ 9.2003 MPI Rank 66

» @ 9.1865 MPI Rank 3

» @ 9.1765 MPI Rank 100
» @ 9.1460 MPI Rank 22

» @ 9.1376 MPI Rank 10

» @ 9.1132 MPIRank 11

» @ 9.0599 MPI Rank 40

» @ 9.0327 MPI Rank 27

» @ 9.0101 MPIRank 76

» @ 8.9674 MPI Rank 101
» @ 8.9545 MPI Rank 62

» @ 8.9452 MPI Rank 30

» @ 8.9120 MPI Rank 77

» @ 8.7168 MPIRank 114
» @ 8.7113 MPI Rank 69

» @ 8.6780 MPI Rank 60

» @ 8.5747 MPI Rank 99

» @ 8.4881 MPIRank 61

» @ 8.4655 MPI Rank 53
» @ 8.3662 MPI Rank 31

» @ 7.9757 MPIRank 57
» @ 7.8171 MPIRank 115

| 7.5807 MPI Rank 121

uan  salbojodol | maiA waishs

1esauan | salbojodol | maIA wasAs

» 7 AllL(512 elements)
20728.2271| |0.oooo 7.5807 (0.5845%)

0.00002271 (1 00.120728.2271‘ ‘0.0000

1297.0014 (6.2572%) 1297.0014)

DKRZ Tech Talk: Profiling and tracing with Score-P & Cube - ICON case s




Load imbalances

File Display Plugins Help

Synchronize state of ... B

Absolute - | Absolute - Absolute = .‘é‘
B Metric tree E Calltree | EIFlat tree B System tree = MIStatistics B Sunburst g
241799637 Visits (occ) ° [l 8.2266 mo_ocean_math_operators.update_height_depdendent_vi~ - [J - machine Linux 1<
> M 25.3484 mo_scalar_product.calc_scalar_product_veloc_3d_ - -switch isw30605 2
[J 0.0000 Minimum Inclusive Time » [l 48.4352 mo_ocean_physics.update_ho_params_ - - switch isw40000
161.9400 Maximum Inclusive Ti » [ 90.1801 mo_ocean_ab_timestepping.solve_free_surface_eq_ab_ -[] - node 140039.Ivt.dkrz.de S
[ 0 bytes_put (bytes) > M 4.3295 mo_ocean_ab_timestepping.calc_normal_velocity_ab_ g
1161465828 bytes_get (bytes) > [l 11.5864 mo_ocean_ab_timestepping.calc_vert_velocity_ » [l 15.1845 MPIRank 11 lg
4 1.4697e+10 io_bytes_read (byt : 100.7820 mo_hydro_ocean_run.tracer_transport_ » [ 15.1720 MPI Rank 33 e
» [ 0io_bytes_written (bytes) [l 0.0019 mo_ocean_ab_timestepping.update_time_indices_ >l 15.1579 MPI Rank 32 &
M 1387580329.0000 Host Memor - 501.6225 ocean main loob 2nd iter » [ 15.1297 MPI Rank 10 o

File Display Plugins Help

synchronize state of ... B

Absolute - | Absolute - Absolute = ."<V"'
B Metric tree B Call tree | EIFlat tree W System tree | W Statistics B Sunburst g
241799637 Visits (occ) 4l 8.2266 mo_ocean_math_operators.update_height_depdendent_vi » [l 11.7096 MPI Rank 114 il <
» [l 25.3484 mo_scalar_product.calc_scalar_product_veloc_3d_ >l 11.5863 MPI Rank 24 2
[J 0.0000 Minimum Inclusive Time » [l 48.4352 mo_ocean_physics.update_ho_params_ » [l 11.3839 MPIRank 107
161.9400 Maximum Inclusive Ti » [l 90.1801 mo_ocean_ab_timestepping.solve_free_surface_eq_ab_ » [l 11.3833 MPIRank 102 5
[J 0 bytes_put (bytes) » [l 4.3295 mo_ocean_ab_timestepping.calc_normal_velocity_ab_ ' 11.1605 MPI Rank 50 g
W 1161465828 bytes_get (bytes) > [l 11.5864 mo_ocean_ab_timestepping.calc_vert_velocity_ » [l 11.0809 MPI Rank 108 2
» [l 1.4697e+10 io_bytes_read (byt » [l 100.7820 mo_hydro_ocean_run.tracer_transport_ >l 11.0215 MPI Rank 56 o
»[J 0io_bytes_written (bytes) 0.0019 mo_ocean_ab_timestepping.update_time_indices_ ’ 10.8017 MPI Rank 86 &
[ 1387580329.0000 Host Memor - [l 501.6225 ocean_main_loop_2nd_iter » [l 10.7437 MPI Rank 26 o
568.0000 Host Memory (C++) (t » [l 228.8961 mo_ocean_math_operators.update_height_depdender » [l 10.7110 MPI Rank 122 ©
[J 0.0000 Host Memory (HBW) (by » [l 889.1279 mo_scalar_product.calc_scalar_product_veloc_3d_ ’ 10.7084 MPI Rank 109 £
[ 2.8235e+11 allocation_size (by! » [l 94.3792 mo_sync.global_sum_array _2d_dp_ » [l 10.2053 MPI Rank 120
2.7384e+11 deallocation_size ( » Wl 10.0500 MPI Rank 127
7775686516 bytes_leaked (byt: » @ 3094.4313 mo_ocean_ab_timestepping.solve_free_surface_eq_a » [l 9.8154 MPI Rank 103
M 1387580619.0000 maximum_h » [l 143.9432 mo_ocean_ab_timestepping.calc_normal_velocity_ab_ » [l 9.3955 MPI Rank 123
9.2717e+10 bytes_sent (bytes) » [l 406.0281 mo_ocean_ab_timestepping.calc_vert_velocity_ » [l 9.2775 MPI Rank 112
9.2717e+10 bytes_received (by » @ 3514.9853 mo_hydro_ocean_run.tracer_transport_ » [l 9.1958 MPI Rank 85
W 0.0879 malloc » [l 8.9226 MPI Rank 113
¥ 167.2001 MPI_Allreduce iy 8.6570 MPI Rank 87
0.0275 free > 8.5688 MPI Rank 58
[l 0.0123 mo_ocean_ab_timestepping.update_time_indices_ » [l 8.4543 MPI Rank 45
» [l 0.2868 mo_ocean_ab_timestepping_mimetic.clear_ocean_ab_time > [l 7.6806 MPI Rank 95

- W 0.1242 MPI_Reduce -

» [l 0.0025 operator delete(void* ¢ g
u P ( ) »~ AllL(512 elements) -

0.0000728.2271 (1 00000(20728‘2271‘ ’0,0000 1699.0230 (8.1967%) 207282271‘ ‘OAOOOO 7.5618 (0.4451%) 1699.0230

[ |
=
n
o
=y
o
=<
he)
el
@
=)
o
wu

[ — S TTII———
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Results

Changing the communication patterns

File Display Plugins Help
Synchronize state of ... B &
Absolute
B Metric tree
241799637 Visits (occ)
0.0000 Minimum Inclusi
161.9400 Maximum Inc|
0 bytes_put (bytes)
1161465828 bytes_get
1.4697e+10 io_bytes_re
0io_bytes_written (byt:
1387580329.0000 Host
568.0000 Host Memory
0.0000 Host Memory (H
2.8235e+11 allocation_
2.7384e+11 deallocatio
7775686516 bytes_leak
1387580619.0000 maxi
9.2717e+10 bytes_sent
9.2717e+10 bytes_rece

EEEEEE0OEE O EEOND

orig

- Absolute
ECalltree EIFlat tree

@ 2.4800 MPI_Scatter
W 8.2266 mo_ocean_math_operators.update
+® 25.3484 mo_scalar_product.calc_scalar_pr
@ 48.4352 mo_ocean_physics.update_ho_pa
+® 90.1801 mo_ocean_ab_timestepping.solve
i 4.3295 mo_ocean_ab_timestepping.calc_n
+® 11.5864 mo_ocean_ab_timestepping.calc_
@ 100.7820 mo_hydro_ocean_run.tracer_tra
0.0019 mo_ocean_ab_timestepping.updat

+m 0.2868 mo_ocean_ab_timestepping_mime
+m 0.1242 MPI_Reduce

+® 0.0025 operator delete(void*)
m 0.1759 MPI_Finalize

7 0.0000 PER PROCESS METRICS
@ 0.4615 THREADS

- Absolute

mSystem tree ®Statistics ®Sunburst
M@ 5.8662 mo_ocean_physics.init_ho_params_ | -0 - machine Linux

-0 - switch isw30605

-0 - switch isw40000

-0

- node 40039.lvt.dkrz.de

83.9044 MPI Rank 0|

83.9039 MPI Rank 1
83.9044 MPI Rank 2
83.9037 MPI Rank 3
83.9052 MPI Rank 4
83.9044 MPI Rank 5
83.9044 MPI Rank 6
83.9047 MPI Rank 7
83.9063 MPI Rank 8
83.9043 MPI Rank 9
83.9055 MPI Rank 10
83.9044 MPI Rank 11

92 ONA2 MDI Danl 19

" AIL(512 elements)

1eJauan salbojodol  maIA Wa)sAS

File Display Plugins Help
Synchronize state of ... B B

Absolute
B Metric tree

W 2.5311e+10 Visits (occ)

| 23121.7450 Time (sec)|

(1 0.0000 Minimum Inclusiv
m 180.6408 Maximum Inclt
[1 0 bytes_put (bytes)

1161465828 bytes_get (
+ @ 1.4697e+10io_bytes_re:
+O 0io_bytes_written (byte
1387583884.0000 Host I
O 0.0000 Host Memory (C+
O 0.0000 Host Memory (HE
® 2.8234e+11 allocation_s
m 2.7383e+11 deallocation
W 7775482485 bytes_leake
W 1387583884.0000 maxin
® 9.2717e+10 bytes_sent (
9.2717e+10 bytes_receiy

YAXT

- Absolute
ECall tree | EFlat tree

m 0.0002 mo_master_config.isrestart_
»m 0.0010 mo_master_control.get_my_process
+ W 3.2830 mo_restart.createrestartdescriptor_
m 0.0002 free
+m 0.0018 mo_ocean_time_events.newnulldate
+m 0.0002 mo_real_timer.timer_start_
»® 0.0825 mo_ocean_state.transfer_ocean_stal
@ 391.3344 mo_hydro_ocean_runperform_ho_
0.0005 mo_ocean_time_events.isendofthisrt
13523.4716 ocean_main_loop_2nd
@ 0.3103 mo_ocean_ab_timestepping_mimeti:
@ 0.1155 mo_multifile_restart.multifilerestart
@ 0.0004 mtime_datetime.deallocatedatetime
»m 0.0003 mo_real_timer.timer_stop_
M 0.7547 mo_timer.print_timer_
m 0.0001 mo_hydro_ocean_run.end_ho_steppin
W 0.0000 mo_ocean_hamocc_interface.ocean_t«
W 71.7540 mo_ocean_model.destruct_ocean_m

= 00002 mn cannlina canfinic counlad fin -

“||-O - machine Linux

<= DKRZ

Absolute
mSystem tree mStatistics ®Sunburst

- - switch isw40105
-0 - switch isw40301
- node 40353.Ivt.dkrz.de

105.6514 MPI Rank 1
105.6517 MPI Rank 2
105.6516 MPI Rank 3
105.6525 MPI Rank 4
105.6525 MPI Rank 5
105.6523 MPI Rank 6
105.6525 MPI Rank 7
105.6519 MPI Rank 8
105.6524 MPI Rank 9
105.6522 MPI Rank 10
105.6520 MPI Rank 11
105.6515 MPI Rank 12
m 105.6516 MPI Rank 13
AlL(512 elements)

Jesauan  salbojodol  maiA Walshs

0000 13523.4716 (58.4881%)

23121.7450‘ ‘0.0000 105.6515(0.7812%)  13523.4716|

2. 2../0.0000 10739.7642 (51.8123%) 20728.2271H040000 83.9044 (0.7812%)  10739.7642
———— L ——
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Communication orig vs YAXT

= We gain -~ 10 secin
mo read interface.read dist real 3dinthe

communication routines using YAXT
= . 30 sec loss using YAXT in:

= calc vertical stability -~ 8secloss

= calc tke scalar ~8secloss

= mo communication orig.exchange data r3d ~12seclossin
waiting in
mo ocean ab timestepping.solve free surface eq ab

DKRZ Tech Talk: Profiling and tracing with Score-P & Cube - ICON case study



<= DKRZ

Low level optimizations

diff --git a/src/ocean/tracer_transport/mo_ocean_limitér.f90 b/src/ocean/tracer_transport/mo_ocean_limiter.f90
index la2ed43f06..8b27246955 100644

--- a/src/ocean/tracer_transport/mo_ocean limiter.f90
+++ b/src/ocean/tracer_transport/mo_ocean_ limiter.f90
@ -731,6 +731,9 @@ CONTAINS
ITCON OMP z fluxdiv c, edge blkl, edge idxl, edge blk2, edge idx2, edge blk3, edge idx3) ICON OMP DEFAULT SCHEDULE
DO blockNo = cells start block, cells end block
CALL get index range(cells in domain, blockNo, start index, end index)

tracer new low(:,:,blockNo) = 0.0 wp
tracer update horz(:,:,blockNo)= 0.0 wp

87,9 @@ CONTAINS
p(:,:,blockNo) = 0.0 wp

CALL get index range(cells in domain, blockNo, start index, end index)

I$SACC PARALLEL DEFAULT(PRESENT) ASYNC(1) IF(lzacc)
!$ACC LOOP GANG VECTOR PRIVATE(edge blkl, edge idx1l, edge blk2, edge idx2, edge blk3, edge idx3) &
2@ -1011,6 +1017,9 @@ CONTAINS
ITCON OMP PARALLEL DO PRIVATE(start index, end index, edge index, level, z signum, r frac) ICON OMP DEFAULT SCHEDULE
DO blockNo = edges start block, edges end block
CALL get index range(edges in domain, blockNo, start index, end index)

I$ACC KERNELS DEFAULT(PRESENT) ASYNC(1) IF(lzacc)
flx tracer final(:,:,blockNo) = 0.0 wp
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Low level optimizations

1 Hour 1 Day
Timers Old(max) New(max) Timers Old(max) New(max)
ICON 1min13.5sec 1min10.38sec ICON 2min07sec 2min05sec
Table 1 Table 2
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Additional Score-P metric

-> export SCOREP_MEMORY RECORDING=true

File Display Plugins Help
Synchronize state of ... E

Absolute -/|Absolute - |Absolute - %’
E Metric tree E Calltree EIFlat tree ESystem tree M Statistics ®Sunburst g
241799637 Visits (occ) ; » @ 1265374341.0000 mo_ocean_ab_timestepping.solve [ » @ 1227821128.0000 MPI Rank 11 1<
20728.2271 Time (sec) » @ 1265373273.0000 mo_ocean_ab_timestepping.calc_ne » @ 1227548632.0000 MPI Rank 12 2
O 0.0000 Minimum Inclusive Time (se » @ 1265373273.0000 mo_ocean_ab_timestepping.calc_ve » @ 1223156276.0000 MPI Rank 13 o
161.9400 Maximum Inclusive Time -0 -mo_hydro_ocean_run.tracer_transport_ » @ 1227960896.0000 MPI Rank 14 2
O 0 bytes_put (bytes) » O -mo_ocean_tracer_transport_vert.advect_flux_vertic » @ 1227802816.0000 MPI Rank 15 %
1161465828 bytes_get (bytes) -0 - mo_ocean_tracer_transport_horz.advect_horz_ » @ 1243947584.0000 MPI Rank 16 ‘(ED.
» @ 1.4697e+10 io_bytes_read (bytes) -0 - mo_ocean_tracer_transport_horz.advect_cell_bas » @ 1224209709.0000 MPI Rank 17 2
»O 0io_bytes_written (bytes) -0 - mo_ocean_tracer_transport_horz.flux_corr_tran » @ 1225944245.0000 MPI Rank 18 o
1387580329.0000 Host Memory (C. O -mo_ocean_tracer_transport_horz.upwind_hflu » @ 1219651820.0000 MPI Rank 19 3
568.0000 Host Memory (C++) (byte »O -mo_scalar_product.map_edges2edges_viacell_ »H 1223296865.0000 MPI Rank 20 o
O 0.0000 Host Memory (HBW) (bytes) -0 -mo_ocean_limiter.limiter_ocean_zalesak_horiz » @ 1223307449.0000 MPI Rank 21
2.8235e+11 allocation_size (bytes) -0 - mo_ocean_limiter.limiter_ocean_zalesak_hor » @ 1227915908.0000 MPI Rank 22
2.7384e+11 deallocation_size (byte -0 -mo_sync.sync_patch_array_mult_f3din_dp_
7775686516 bytes_leaked (bytes) -0 -mo_sync.sync_patch_array_mult_mixprec » O 0.0000 MPI Rank 24
-0 - mo_communication.exchange_data_mu »® 1224155141.0000 MPI Rank 25
9.2717e+10 bytes_sent (bytes) -0 - mo_communication_orig.exchange_dz »O 0.0000 MPI Rank 26
9.2717e+10 bytes_received (bytes) O - MPI_Irecv »O 0.0000 MPI Rank 27
W 1237497805.0000 MPI Rank 28
» @ 1265373273.0000 MPI_Waitall » @ 1247085809.0000 MPI Rank 29
»O -mo_ocean_math_operators.div_oce_3d_mlevels » @ 1227830329.0000 MPI Rank 30
» O -mo_ocean_tracer_transport_horz.diffuse_horz_ » @ 1229125945.0000 MPI Rank 31
» @ 1265373273.0000 mo_sync.sync_patch_array_3d_dp - Totmmenmera s ases e b o
3 T e & Al (512 elements) x
0. 1../]0.0000 1265373273.0000 (91.1928%) 1387580619.0000 |O... Tess ;-
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Tracing

= To enable recording of tracing events

[-) export SCOREP_ENABLE TRACING=true 1

=» export SCOREP ENABLE PROFILING=false

= Vampir Spack package available on Levante

=» spack load vampir
=» vampiré

Favorite Links Path |_01/scorep-20260115_1359_19944285443012581/| | #& @ E]
=, Recent Traces —]
< =
@ Filesystem | | T
traces
wec am
EEEEE EEEEN
EEEER EEEER
EEEER EEEEE
EEEE EEEE
EEEEEEE DEEEEER
EEEEEEEO DppEEEEm
EEEEEEEO OoopEEEm
EEEEEEO0 ooooEEE®
EEEEEOO0O OooopEEE®
EEEOOO0O OoooEm
EEEEO0O ooogE®
EEEEO oocC ooEEm
EEEENO0000000000O0EEEE
EQEOOO00JO00nE @ Bl
i Ol [ oom
oo
oo

‘ »
| [ traces.otf2

All trace files (*.off, *.otf2, *.vcompare)

Open ’ Open Subset... Cancel
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Results - Tracing(i)

~Timeline - A Function Summary

0s 0 ! 350s  400s ] 5505 600s ] ] 800s  850s 9005 | Accumulated Exclusive Time per Function
: : : . : . : : : R 8,0005 6,000 4,000 2,000s 0s
" - ” % ocean_main_loop_2nd_iter =

7 mo_ocean_physics.update_ho_params_
MPI_Waitall

mo_ocean_tracer_transport_horz.flux_corr_transport_cell_
1,055.87s. mo_ocean_tracer_transport_vert.upwind_vflux_ppm_onblock_
1,042.193s MPI_Send
887.859s [ mo_hydro_ocean_run.tracer_transport_
603,706s= mo_ocean_tracer_transport_horz.diffuse_cell_based_
s

Master thread:9

Master thread:10
Master thread:11

Master thread:12
394.259: MPI_Alireduce
281.915s [l mo_ocean_tracer_transport_horz.advect_cell_based_
237.974s [ mo_ocean_tracer_transport_horz.upwind_hflux_oce_
1781 265‘ MPI_File_read_at_all
103.596s [ MPI_Bcast
12.999sf MPI_File_open
1047835‘ MPI_Alitoall
10.467s| MPI_Init
8.323s| MPI_File_read_at
6.326s| MPI_Win_create

Master thread:13

Master thread:14

Master thread:15

Master thread:16

52985 | MPI_Irecy -
Master thread:17 ontext View
- Wamings X | i Trace Info X
Master thread:18 = | » 4
Property Value -
File i i on
. N, o Yo A A 1 ] ) s =
Master thread:19 OO * 0 "0| |0‘ Creator Score-P 9.2
[
- | Version 311
Master thread:20 | Timer Resolution 408.164645 ps
| Warnings 270
Master thread:21 | Total Counts
Processes 32
Master thread:22 Pmcieah (O, 2
Process Group Paradigms 3
Source Code Files 1
Master thread:23 Source Code Locations i
Functions 246
Master thread:24 Function Groups 13
‘Communicators 1
Master thread:25 Message Tags 2
Files 4 =
Master thread:26 ‘ . v
Function Legend
Master thread:27 [ Application
fonitor
MPI
Master thread:28 [ MPI Collective Communication
[ MPI Management
; [ MPI One-sided Communication
Magter tread:20 IPI Point-to-point Communication
IPI Request Handling
Master thread:30 [ MPI Synchronization
| MPLIO
[7] User Instrumentation
Master thread:31 =
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Results - Tracing(ii

AX tion Summary.
| Accumulated Exclusive Time per Function
2.00s 1.75s 1.50s 1.25s 1.00s 0.75s 0.50s 0.25s 0.00s
mo_ocean_physics.update_ho_params_
MPI_Waitall
[T 1p1_Se
298.662 US| MPI_lrecv

150.26s 150.28s 150.32s 150,34s

Master thread:9

Master thread:10

Master thread:11

Master thread:12

Master thread:13

Master thread:14

Master thread:15

Master thread:16

Master thread:17 - ontext View AX
~
Master thread:18 S| A Worings X Al » 4
Property Value -
File i p- i on
Master thread:19 Craaii ScoreP02
Version 311
Master thread:20 Timer Resolution 408.164645 ps
‘Warnings 270
Master thread:21 Total Counts
Processes 32
Master thread:22 Prodess Aroupe 2
Process Group Paradigms 3
Source Code Files d
Master thread:23 Source Code Locations 1
o i - - + b Functions 246
; : : : : & 1
Master thread:25 m o Message Tags 2
Files 4 -
Master thread:26 < i »
Function Legend
Master thread:27 \pplicati
Monitor
[ ]

MPI
MPI Collective Communication
MPI Management

MPI One-sided Communication
[ MPI Point-to-point Communication
MPI Request Handling

MPI Synchronization

| MPLIO

[7] User Instrumentation

Master thread:28

Master thread:29

Master thread:30

Master thread:31
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OCEAN - Communication matrix

Master...read:0

Master...read:1

Master...read:2

Master...read:3

Master...read:4

Master...read:5

Master...read:6

Master...read:7

17k

Master...read:8

16k

Master...read:9

Maste...ad:10

15k

Maste...ad:11

14k

Maste...ad:12

Maste...ad:13

13k

Maste...ad:14
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&

11k
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Maste...ad:20

8k

Maste...ad:21

7k

Maste...ad:22

Maste...ad:23

6k

Maste...ad:24

5k

Maste...ad:25

Maste...ad:26

4k

Maste...ad:27

3k

Maste...ad:28

Maste...ad:29

2k

Maste...ad:30

Maste...ad:31

>
>
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Time loop communication matrix

-~

Master...read:0
Master...read:1
Master...read:2

Master...read:3

Master...read:4

Master...read:5

Master...read:6

Master...read:7

Master...read:8

Master...read:9

Maste...ad:10

Maste...ad:11

Maste...ad:12

Maste...ad:13

Maste...ad:14

Maste...ad:15

ﬁ Maste...ad:16

9s
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ICON case study - Il (Dylan)

Single-precision ICON development.

e DestinE and WarmWorld projects
e Recent presentation (2025-12)

e Motivation:
o half bandwidth required

o half memory footprint
o some architectures give increased computational

throughput
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https://owncloud.gwdg.de/index.php/s/cAFaIICYVFT0mRN

ICON case study - Il (Dylan)

Jablonowski-Williamson Baroclinic Instability test for
dynamical core.

e |CON tutorial [2]
e Jablonowski Williamson test [1]

[double-precision] PS (hPa) at day 9
1036
80 1 1024
70 4 1012
=
v
S 60 1000
[
ml
3 50 988
g ¥ 4 i
S, 40 976 &
@
©
2 301 964
=
©
20 4 952
10 - 940
928

T T T T T T
50 100 150 200 250 300
longitude [degrees_east]

DKRZ Tech Talk: Profiling and tracing with Score-P & Cube - ICON case study



ICON case study - Il (Dylan)

R2B6 (40km) simulation on Levante AMD 7763 CPU node.

total_avg(s) total integrate_nh model_init speedup (total
time)

cpu, intel, dp 25.971 25.404 4.651

cpu, intel, mp 18.520 17.853 5.500 1.40

cpu, intel, sp 12.687 12.420 3.477 2.05

R2B6 (40km) simulation on Levante A100 GPU node, using only 1 GPU.

total_avg(s) total integrate_nh model_init speedup (total
time)

gpu, nvhpc, dp | 8.124 7.875 163.4207

gpu, nvhpc, sp | 5.254 5.141 121.8367 1.55
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ICON case study - Il (Dylan)

ScoreP build (including papi for counters):

module load intel-oneapi-compilers/2022.0.1-gcc-11.2.0 openmpi/4.1.2-intel-2021.5.0
module load otf2/3.1.1 papi/7.2.0-gcc-11.2.0 # private user modules

wget https://perftools.pages.jsc.fz-juelich.de/cicd/scorep/tags/scorep-9.2/scorep-9.2.tar.gz

tar xvcf scorep-9.2.tar.gz

Jconfigure --with-mpi=openmpi --with-nocross-compiler-suite=intel \
--enable-shared --with-libgotcha=download \

—with-otf2=$0TF2 ROOT --with-papi=$PAPI ROOT
make -j && make install
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ICON case study - Il (Dylan)

ICON build w/ScoreP:

# private user module
module load scorep/9.3-openmpi-4.1.2-intel-2021.5.0 # intel openmpi

SCOREP_WRAPPER=0ff
SCOREP_WRAPPER_INSTRUMENTER_FLAGS='--no-memory'
config/dkrz/levante.intel-2021.5.0
--disable-delayed-config --disable-yaxt --disable-coupling
--disable-comin CC=scorep-mpicc FC=scorep-mpif90

ScoreP runtime variables in “exp.testcase jabw.run':

export SCOREP_ENABLE_ PROFILING=true

export SCOREP_PROFILING MAX CALLPATH DEPTH=150
export SCOREP_METRIC PAPI=PAPI_FP_OPS

export SCOREP METRIC PERF=instructions,cache-misses
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ICON case study - Il (Dylan)

A brief look at CPU performance metrics:

B Metric tree ECall tree [IFlat tree
7.01e8 Visits (occ) © -® 0.03icon

- ¥ 0.33 MAIN_
O 0.00 Minimum Inclusive Time (s -® 0.10 mo_atmo_model.atmo_model_
20.30 Maximum Inclusive Time » @ 1460.19 mo_atmo_model.construct_atmo_model_
O 0 bytes_put (bytes) - @ 9.68 mo_atmo_nonhydrostatic.atmo_nonhydrostatic_
1.20e8 bytes_get (bytes) - ® 0.04 mo_nh_stepping.perform_nh_stepping_

»® 8.78e7 io_bytes_read (bytes) - ® 0.63 mo_nh_stepping.perform_nh_timeloop_

» O 0 io_bytes_written (bytes) - ® 0.16 mo_nh_stepping.integrate_nh_
1.63e+12 instructions (#) m 817.58 mo_nh_stepping.perform_dyn_substepping
1.85e+10 cache-misses (#) » 8 36.54 mo_nh_diffusion.diffusion_
2.35e+10 bytes_sent (bytes) > ® 0.16 mo_util_mtime.getelapsedsimtimeinseconds_
2.35e+10 bytes_received (bytes » ® 0.15 mtime_timedelta.addtimedeltatodatetime_

»® 0.05 mo_real_timer.timer_start_
» ® 0.04 mo_real_timer.timer_stop_
0.02 mo_fortran_tools.swap_int_
> ® 0.01 mtime_datetime.replacedatetime_
0.01 mo_nh_stepping.init_ddt_vn_diagnostics_
»® 15.91 mo_nh_stepping.diag_for_output_dyn_
» @ 1.58 mo_nh_stepping.set_ndyn_substeps_
» ® 0.79 mo_nh_supervise.supervise_total_integrals_nh_
»® 0.53 mo_action.action__execute_
»® 0.19 mo_util_mtime.getelapsedsimtimeinseconds_
»® 0.15 mtime_timedelta.addtimedeltatodatetime_
»® 0.07 mo_atm_phy_nwp_config.setup_nwp_diag_events_
»® 0.06 mo_exception.message_
»® 0.05 mo_util_mtime.is_event_active_
0.03 mo_pp_scheduler.new_simulation_status_
» ® 0.03 mtime_datetime.datetime_eq_
- 0.03 mo couplina confia.is counled to ocean

» <

0.00 2595.78 (100.00%) 2595.78(/0.00 817.58 (31.50%) 2595.78

| I I
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ICON case study - Il (Dylan)

(sanity-check) floating point operations double-precision vs single-precision

EMetric tree ECall tree HFlat tree
7.01e8 Visits (occ) " -m 384icon
2917.23 Time (sec) -0 0 MAIN__
o 0.00 Minimum Inclusive T -0 0 mo_atmo_model.atmo_model_
22.82 Maximum Inclusive -0 0 mo_atmo_nonhydrostatic.atmo_nonhydrostatic_
o 0 bytes_put (bytes) -0 0 mo_nh_stepping.perform_nh_stepping_
1.20e8 bytes_get (bytes) -0 0 mo_nh_stepping.perform_nh_timeloop_
»m 8.78e7 io_bytes_read (byt -0 0 mo_nh_stepping.integrate_nh_
»0 0 io_bytes_written (bytes) = 4.92e+11 mo_nh_stepping.perform_dyn_substepping_|
= 7.38e+11 PAPI_FP_OPS (# »@ 3,95e+10 mo_nh_diffusion.diffusion_
6.15e+12 instructions (#) »® 3.92e4 mo_real_timer.timer_stop_
2.09e+10 cache-misses (# »® 1,96e4 mo_real_timer.timer_start_
E Metric tree ECall tree EIFlat tree
6.98e8 Visits (occ) * -m 384icon
2763.97 Time (sec) -0 0 MAIN__
o 0.00 Minimum Inclusive T -0 0 mo_atmo_model_mp_atmo_model_
21.60 Maximum Inclusive -0 0 mo_atmo_nonhydrostatic_mp_atmo_nonhydrostatic_
o 0 bytes_put (bytes) -0 0 mo_nh_stepping_mp_perform_nh_stepping_
1.10e8 bytes_get (bytes) -0 0 mo_nh_stepping_mp_perform_nh_timeloop_
»m 8.78e7 io_bytes_read (byt -0 0 mo_nh_stepping_mp_integrate_nh_
»o0 0 io_bytes_written (bytes) = 4.93e+11 mo_nh_stepping_mp_perform_dyn_substepping_|
@ 3.95e+10 mo_nh_diffusion_mp_diffusion_
1.22e+13 instructions (#) »® 3.92e4 mo_real_timer_mp_timer_stop_
2.14e+10 cache-misses (# »® 1.96e4 mo_real_timer_mp_timer_start_
1.32e+10 bytes_sent (byte »® 6528 mo_util_mtime_mp_getelapsedsimtimeinseconds_
1.32e+10 bytes_received | »o 0 mtime_timedelta_mp_addtimedeltatodatetime_
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ICON case study - Il (Dylan)

cache-misses double-precision vs single-precision

B Metric tree E(Call tree EFlat tree
7.01e8 Visits (occ) © -m 6.24ed icon
2917.23 Time (sec) -m 4.39e4 MAIN__
o 0.00 Minimum Inclusive T -® 1.00e5 mo_atmo_model.atmo_model_
22.82 Maximum Inclusive -® 1.44e6 mo_atmo_nonhydrostatic.atmo_nonhydrostatic_
o 0 bytes_put (bytes) -® 2.27e5 mo_nh_stepping.perform_nh_stepping_
1.20e8 bytes_get (bytes) -® 8.04e6 mo_nh_stepping.perform_nh_timeloop_
»m 8.78e7 io_bytes_read (byt -® 3.57e6 mo_nh_stepping.integrate_nh_
»0 0io_bytes_written (bytes) ~ 1.84e+10 mo_nh_stepping.perform_dyn_substepping_|
7.38e+11 PAPI_FP_OPS (# »@ 1.52e9 mo_nh_diffusion.diffusion_
6.15e+12 instructions (#) »m 4,15e5 mtime_timedelta.addtimedeltatodatetime_
»® 3.98e5 mo_util_mtime.getelapsedsimtimeinseconds_
E Metric tree E(Call tree BFlattree
6.98e8 Visits (occ) © -m 228e7icon
2763.97 Time (sec) -® 1.62e8 MAIN__
o 0.00 Minimum Inclusive T -® 6.33e7 mo_atmo_model_mp_atmo_model_
21.60 Maximum Inclusive -® 8.97e7 mo_atmo_nonhydrostatic_mp_atmo_nonhydrostatic_
o 0 bytes_put (bytes) -® 1.99e8 mo_nh_stepping_mp_perform_nh_stepping_
1.10e8 bytes_get (bytes) -® 3.30e8 mo_nh_stepping_mp_perform_nh_timeloop_
»® 8.78e7 io_bytes_read (byt -® 6.18e7 mo_nh_stepping_mp_integrate_nh_
0 0io_bytes_written (bytes) 8.35e9 mo_nh_stepping_mp_perform_dyn_substepping_|
6.36e+11 PAPI_FP_OPS (# »@ 9.03e8 mo_nh_diffusion_mp_diffusion_
1.22e+13 instructions (#) »® 3.97e5 mtime_timedelta_mp_addtimedeltatodatetime_
»® 3,96e5 mo_util_mtime_mp_getelapsedsimtimeinseconds_
1.32e+10 bytes_sent (byte »® 3.89e5 mo_real_timer_mp_timer_start_
1.32e+10 bytes_received | »® 2.00e5 mo_real_timer_mp_timer_stop_
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Summary

Performance
engineering is a
structured process

e Startfroma
well-defined
performance question

® Prefer profiling first,
use tracing selectively

® Always re-measure
after optimization
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